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ABSTRACT

Our department has redesigned its
electrical and computer engineer-
ing programs by adopting a learn-
ing methodology based on compe-
tence development, problem solv-
ing, and the realization of design
projects. In this article, we show
how this pedagogical approach has
been successfully used for learning
probabilities and their application to
computer systems.
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1.  Introduction

Several studies have detected serious gaps be-
tween the objectives of university engineering pro-
grams and the needs of an evolutionary economy
[1]. As a solution, our department has undertaken
a fundamental and major reform of its Bachelor of
Electrical and Computer Engineering degrees [2].
The new adopted learning approach is based on
competence development for solving problems and
realizing design projects.

In this article, after an introduction to the new
learning method, we illustrate its application by a
problem-based learning (PBL) unit which aims at
learning probabilities and the use of concepts (such
as Laplace transforms and Generating functions
(or z-transform)) that can help for the computation
of probabilistic parameters. This PBL unit is denoted
APPprob

1 . This paper is aimed essentially at per-
sons interested in new approaches for learning and
using probabilities in computer engineering. One
of its main contributions is that it demonstrates that
PBL can be just as effective as a way of learning
theoretical subjects. Note that the PBL approach
described here has also been applied for learning
of many other subjects. For example, [3] presents
a PBL unit for learning compiler design.

This paper is structured as follows. In Section
2, we introduce the pedagogical approach adopted
in our department. Sections 3 and 4 present APPprob
as  an illustration of the PBL approach. In Section
3, we present the competencies, the necessary
knowledge for developing such competencies, and
the book used as resource in APPprob. Section 4
presents the contextual problem to be solved and
the various pedagogical activities realized in
APPprob. In Section 5, we explain how students are
assessed in APPprob. Section 6 discusses the ad-
vantages of the PBL in learning probabilities in com-
puter engineering. And in Section 7, we conclude
the paper.

2.  Pedagogical approach
     and organization

In this section, we present the main principles
of the major reform of our electrical and computer
engineering programs. A more detailed presenta-
tion can be found in [2]. Such reform aims at mak-

ing the objectives of university engineering pro-
grams compatible with the needs of economy and
society [1].

2.1   Competency and knowledge

“Conventional” engineering programs give pri-
ority to knowledge acquisition. With the reform, pri-
ority is given to the development of competencies.
Competency can be seen as an ability to act and
use resources, for solving a given task. Compe-
tency is not synonymous with know-how, because
the competency is flexible and adaptable, and can-
not be reduced to an algorithm. Competency con-
cerns more heuristics than algorithms. In our re-
formed programs, competencies are classified in
four types: scientific and technical competencies,
design competencies, interpersonal competencies,
and intra-personal competencies.

Development (or implementation) of a compe-
tency requires acquisition of knowledge, which can
be considered as resources. Knowledge has been
classified into three types: declarative (know fac-
tual information), procedural (know how to use fac-
tual information), and conditional (know when and
where to use factual information). In the context of
our engineering program, factual information can
consist of, for example, a definition, a theorem, a
hypothesis, a rule, or an algorithm.

2.2   Organization of a trimester, PBL approach

The programs are organized around four-month
periods which, for simplicity, will be called trimes-
ter2 . The programs last eight academic trimesters,
alternating with four training trimesters beginning
after the third academic trimes-
ter3 . Each trimester is based on
a theme (e.g., computer systems,
analog control) and includes two
types of activities: six consecu-
tive two-week problem-based
learning (PBL) units, and a design
project spread over the whole tri-
mester (see Fig. 1). The project
is worth 3 credits in each of the
first six trimesters, and 6 credits
in each of last two trimesters, with
a total of 15 credits per trimester.

Figure 1: Trimester Structure

1 APP is the French acronym for
Apprentissage par Problèmes et
par Projets.

2 In French, we would say
quadrimestre.

 3 Henceforth, the term trimester
means academic trimester.
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Each of the six two-week PBL units of a trimes-
ter is based on a problem to be solved, rather than
on a discipline or subject as in a conventional pro-
gram. This approach is motivated by the fact that
PBL is the natural mode of knowledge acquisition
and competence development. A problem must, not
only come from a real engineering situation, but
also be presented in such a way that the students
have to identify their existing (i.e., previously ac-
quired) knowledge and the new (i.e., not still ac-
quired) knowledge, that are necessary for solving
the problem. The formulation of the problem must
also lead the students to identify the necessary skills
for solving the problem effectively. This learning
contextualization provides realistic situations where
knowledge is applied, and thus, encourages a bet-
ter understanding of that knowledge.

PBL encourages active learning, and thus, stu-
dents are more responsible and autonomous in the
learning process. Professors are “resources” that
react by providing opinions or indications, validat-
ing or invalidating solutions, asking questions, etc.
But professors should never provide a solution (or
information allowing to deduce straightforwardly a
solution).

Let us consider Trimester 3 of the computer en-
gineering program, the theme of which is Computer
System Architectures. One of its six PBL units, de-
noted APPprob, aims at learning probabilities and
their applications in computer systems. As an illus-
tration of the PBL approach, APPprob is presented
in detail in Sections 3 and 4. It is worth noting that
most of the students in APPprob learn probabilities
for the first time.

3.  Competence and knowledge
      in APP

prob

In this section, we present the competencies
aimed in APPprob, the necessary knowledge for de-
veloping such competencies, and the book used
as resource.

3.1   Competencies aimed in APP
prob

The following four competencies have been identi-
fied:

3.1.1  C
1
: to compute probabilities of events and of

           random variables

Concerning events, the aimed ability is to com-
pute probabilities of occurrences of events. Con-
cerning random variables, let us distinguish discrete
random variables (DRV) and continuous random
variables (CRV). For DRV, the aimed ability is to
compute probabilities that a DRV takes given val-
ues or falls within given countable sets. For CRV,
the aimed ability is to compute probabilities that a

CRV falls within given sets, e.g., intervals or union
of intervals.

3.1.2  C
2
: to compute parameters of a probabilistic

            model

Given a DRV or CRV that models a given sto-
chastic process, the aim is to be able to compute
standard parameters such as: mean value (also
called expected value), variance, standard devia-
tion, moments (1st, 2nd, 3rd … orders), and distribu-
tion function. Concerning CRV, another aimed ability
is to compute density function.

3.1.3  C
3
: to select and determine a probabilistic

           model for a system

Given a stochastic process described intuitively,
the aimed ability is to model such a process by ran-
dom variable(s) that possibly (but not necessarily)
correspond(s) to standard models. For example, in
the discrete case we may have Bernoulli, Binomial,
Poisson, or Uniform DRV, and in the continuous
case we may have Exponential or Uniform CRV.

3.1.4  C
4
: to analyze a system by using probabilistic

    models, and interpret results

The first ability to be developed is to analyze
quantitatively a concrete system by using probabi-
listic models of stochastic processes, and the other
ability is to interpret the obtained results. As an
example of system, let us consider a simple queu-
ing system that receives and processes requests
that arrive at a given rate. The considered queuing
system consists of a FIFO queue and a server (see
Fig. 2). The FIFO queue stores requests at their
arrival, while the server takes requests from the
queue and processes them.

Queuing systems have been classified accord-
ing to several characteristics such as: request ar-
rival law, service time distribution, whether queue
length is finite or not, number of servers, etc. We
will consider two standard classes: M/M/1 and M/G/1.
The aim is then to analyze the performance of a
queuing system, through a probabilistic study of the
following five variables that can be considered as
random variables: service time, i.e., the time for pro-
cessing a request by the server; waiting time, i.e.,
the time a request spends in the queue before ser-
vice begins; stay time, i.e., the total time a request

Figure 2: Queuing system
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spends in the queuing system (queue & server);
number of requests waiting in the queue; and num-
ber of requests in the queuing system (queue &
server). In this context, competency C4 can be de-
scribed by several abilities, such as:

1. to determine which class of queuing system
can model a given process;

2. to determine if the queuing system is steady,
i.e., the mean number of requests waiting in
the queue is finite;

3. to compute the mean values and variances
of the above-mentioned five variables;

4. to compute probabilities related to the five
variables.

Note that items 3 and 4 are also considered in Com-
petencies 1 and 2 (see Sections 3.1.1 and 3.1.2).
The nuance is that in Competencies 1 and 2, gen-
eral methods are used for computation, whereas in
Competency 4, formulae applicable to specific
queuing systems can also be used.

3.2   Necessary knowledge in APP
prob

Development of competencies of Section 3.1
requires acquisition of knowledge, which has been
classified into three types: declarative, procedural,
and conditional (see Section 2.1).

3.2.1  Declarative knowledge

Declarative knowledge consists of factual infor-
mation to be known. We have identified the follow-
ing list of declarative knowledge elements:

• Discrete and continuous probabilities: event
probabilities, conditional probabilities, ran-
dom variables, expected (mean) value, vari-
ance, moment of any order, density function, and
distribution function.

• Standard discrete random variables: Ber-
noulli, Binomial, Uniform, Poisson.

• Standard continuous random variables:
Exponential, Uniform.

• Laplace transform.

• Generating function (similar to z-transform).

• Dirac impulse function.

• Simple queuing systems: Markovian (M/M/1)
and semi-Markovian (M/G/1)

• Variables considered for evaluating perfor-
mance of a queuing system: service time,
waiting time, stay time, number of requests
in the queue, number of requests in the system.

• Performance parameters of a queuing sys-
tem: such as, mean values of the above five

variables, and probabilities related to them.

Other declarative knowledge is necessary (e.g.,
derivatives, integrals, series), but is assumed al-
ready acquired.

3.2.2  Procedural knowledge

Procedural knowledge is to know how to use fac-
tual information. We have deduced the following
elements of procedural knowledge from the above
list of declarative knowledge elements.

• To compute probabilities of events and ran-
dom variables.

• To compute probability parameters using
general formulae applicable for any DRV or
CRV. Parameters considered are: mean
value, variance, moment of any order, den-
sity function, distribution function.

• To compute probability parameters using
specific formulae applicable for some stan-
dard discrete random variables (DRV), such
as Bernoulli, Binomial, Uniform, Poisson.

• To compute probability parameters using
specific formulae applicable for some stan-
dard continuous random variables (CRV),
such as Exponential, Uniform.

• To compute probability parameters of CRV
using Laplace transform.

• To computing probability parameters of DRV
using Generating function.

• To use Dirac impulse function in order to con-
sider a DRV like a CRV.

• To model a computer system by a Markovian
(M/M/1) or semi-Markovian (M/G/1) queu-
ing system.

• To compute mean values and probabilities
of the following variables in a /M/M/1 or M/G/1
queuing system: service time, waiting
time, stay time, number of requests in the
queue, number of requests in the system.

Other procedural knowledge is necessary (e.g.,
computation of derivatives, integrals and series),
but is assumed already acquired.

3.2.3  Conditional knowledge

Conditional knowledge is to know when and
where to use factual information. In our case, the
aim is to determine which model to use for solving
a given problem, among several models. More pre-
cisely, we have identified the following conditional
knowledge elements:

• To select the appropriate probability model
to describe a computer system.
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4.1.1  Problem to solve

You are an engineer in a company which has
just signed a contract with a small airline. The lat-
ter is growing rapidly and its clientèle is increasing
constantly. This small airline uses a single server
to register all sight reservations of its flights. It asks
your company to study the performance of its server
for deciding if and when it must be replaced by a
more efficient server. More precisely, the airline
needs a performance parameter evaluation of the
system to be analyzed as a function of its physical
parameters.

Your boss is full of hope to land other contracts
similar to the one signed with the airline. He com-
missions you to realize this study by developing a
general and rigorous method for performance
analysis of computer systems using a single server.
He advises you strongly to heed Mazaya’s advice,
an experienced colleague in performance analysis
but who has not time to realize by herself the task
which is asked to you.

After a succinct research, you learn that crite-
ria generally used for evaluating a server perfor-
mance, are relative to necessary time for process-
ing requests and to necessary memory for storing

• To select the appropriate queueing model
to describe a computer system.

3.3   Book

A book that we found appropriate for APPprob is
[4]. It is complete and adequately structured for
APPprob. Notations of APPprob have thus been taken
from this book.

4.  Pedagogical activities in APP
prob

In Section 3, we presented: the objective of
APPprob, which is to develop certain competencies,
the necessary knowledge that must be acquired for
achieving this objective, and the book used as re-
source. In the present section, we present peda-
gogical activities that have been elaborated to reach
this objective.

Organization of activities of APPprob results from
a slight adaptation of a generic organization elabo-
rated by our department [2] and inspired from [5].
The adaptation is essentially due to the mathemati-
cal aspect of APPprob, which requires more theo-
retical work and less practical work, in comparison
to other PBL units. A typical organization of APPprob
is illustrated in Table 1, where black zones are re-
lated to project activities. Let us detail APPprob ac-
tivities in the following subsections. Note that in
addition to several activities under supervision, stu-
dents occupy the rest of their time with personal
study.

4.1   Monday-1: Tutorial-1, problem to solve
For each group (comprising about 10 students),
APPprob starts by a 90-minute tutorial meeting (de-
noted Tutorial-1). Through a collaborative work and
under tutor guidance, students:[2]

1. read the terms of the problem to solve, keep
only the relevant terms, and formulate suc-
cinctly the problem; (30 minutes)

2. propose solution alternatives (i.e., tasks for
solving the problem) and, for each solution
alternative, identify pertinent knowledge (ac-
quired previously or to be acquired);
(45 minutes)

3. organize and prioritize solution alternatives;
(10 minutes)

4. review the list of knowledge to be acquired.
(5 minutes)

The tutor’s role in Tutorial-1 consists essentially
of asking relevant questions, validating students’
prior knowledge, ensuring that learning needs and
solution alternatives are well identified. But the tu-
tor never presents solutions to the problem. For the
sake of clarity, let us introduce the problem that has
been used this year (2004) in APPprob.

Table 1. Activities of APPprob.

Monday-1 Tuesday-1 Wednesday-1 Thursday-1 Friday-1

Monday-2 Tuesday-2 Wednesday-2 Thursday-2 Friday-2

Project

Project
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requests waiting for processing. You also learn that
stability must be guaranteed and that probabilities
and queuing models are generally used for this type
of study.

A meeting is organized with Mazaya, where you
let her know about what you have learnt in your
brief research. Mazaya agrees with your learning
and urges you to determine the probability models
and the mean values of the following five variables:
service time of a request (s), separating the begin-
ning and the end of the request processing; wait-
ing time of a request (q), separating the request
arrival at the server and the beginning of its pro-
cessing by the server; stay time of a request  (w),
separating the request arrival at the server and the
end of its processing by the server; the number of
requests waiting for service (Nq); and the number
of requests staying in the server (N), waiting or be-
ing processed.

Continuing your study according to the recom-
mendations of Mazaya and your boss, you observe
that in order to make a rigorous performance study,
it is necessary to have the following models: a model
for request arrivals, that is, a law that governs the
succession of request arrivals at the server; and a
model for the server, that is, a law that governs
service time. You discuss about that with Mazaya
who advises you to model the succession of re-
quest arrivals by a Poisson process with rate λ λ λ λ λ (rate
of request arrivals) and to determine under which
conditions this model is applicable.

After a more elaborated research, you note that
in certain cases, Laplace transforms (LT) and Gen-
erating functions (GF) can be very practical for com-
puting probabilities. You consult Mazaya who pro-
poses that you proceed as follows. First, you com-
pute the density function (Fdens) and the distribution
function (Fdist) of s. Then, you can compute the
mean values of s, q, w,  Nq, and N. Then, you com-
pute the LTs of Fdenss of q and w, and the GF of N.
And finally, you should compute Prob[N=i], for i=0,
1, 2. She advises you to use the software tool
MatLab for computing Prob[N=i].

To determine a model for the server, you ask
Mazaya to explain you how the server works. She
informs you that requests are processed in the or-
der of their arrivals and that, for processing each
request, the server executes the following two op-
erations: a specific treatment the duration of which
can be estimated by a constant δδδδδ and then an ac-
cess to a disk in order to add, modify or remove
data. She tells you that the disk rotates at a con-
stant speed r (in turn/sec) and has a number k of
sectors, and that a single head is used for access
to disk. Every disk access allows to read or write a
block consisting of a constant number b of
sectors.The last recommendation Mazaya gives
you, is to interpret results of your study. More pre-
cisely, you have to study succinctly influence of

parameters k, b, r, δδδδδ and λλλλλ, on the stability, on the
mean values of   s, q, w,  Nq, N and on Prob[N=i]
for i=0, 1, 2.

4.1.2  Results of Tutorial-1

At the end of Tutorial-1:

• The problem is formulated succinctly in
something like:
To use probabilities and queuing models to
develop a rigorous method for analyzing
performance of a computer system compris-
ing a single server.

• The knowledge identified as necessary for
solving the problem, must be close to the
list of Section 3.2.

• Students must agree on an organized list
of tasks (so-called solutions alternatives).
This list must look like:

1. To model the request arrivals by a Poisson
process, and determine the conditions un-
der which this model is applicable.

2. To compute the density function and the
distribution function of service time (s).

3. To compute the mean values of: service
time (s), waiting time (q), and stay time
(w).

4. To compute the mean values of: the num-
ber of requests in the queue (Nq), and the
number of requests in the system (N).

5. To compute the Laplace transforms of the
density functions of: waiting time, stay time.

6. To compute the Generating function of N.

7. To compute Prob[N=0], Prob[N=1], and
Prob[N=2] using MatLab.

8. To study the influence of parameters k, b,
r, δδδδδ  and λλλλλ on the stability of the system.

9. To study the influence of parameters k, b,
r, δδδδδ and λλλλλ:
 - on the mean values of s, b, w,  Nq, N,
and
 - on Prob[N=i] for i=0, 1, 2.

Note that the use of MatLab is a prior knowledge
that has been acquired in a previous trimester.

4.2   Wednesday-1: Problem-solving procedures
Under tutor supervision, students apply knowl-

edge acquired in personal study, by practicing prob-
lem-solving procedures in two 3-hour sessions. This
activity consists of solving several exercises and
aims at practicing of:

• computing probabilities of mutually exclusive
events;
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• computing probabilities of independent
events;

• computing conditional probabilities;

• computing parameters of discrete and con-
tinuous random variables: mean value, vari-
ance, moments of 1st and 2nd orders;

• selecting appropriate standard discrete and
continuous random variables for modeling
given concrete systems;

• computing performance parameters of Mark-
ovian and semi-Markovian queuing systems;

• selecting appropriate (Markovian or semi-
Markovian) queuing systems for modeling
given concrete systems;

• using Dirac impulse function for represent-
ing the density function of a DRV.

Exercises for this activity have been carefully
elaborated for practicing relevant knowledge to
solve Items 1 to 4 and Item 8 of the solution alter-
natives (Section 4.1.2). In this activity, exercises
are solved by students and presented by them to
their peers. The tutor validates the presented solu-
tions, but (s)he must not present solutions.

4.3   Thursday-1: Collaboration for solving

         the problem

Through a 3-hour session and under tutor guid-
ance, students use knowledge acquired so far (in
supervised activities and in personal study), and
collaborate to elaborate solutions to the problem.
After having practiced problem-solving procedures
of Wednesday-1, students should be able to solve
at least Items 1-4 and Item 8 of the solution alter-
natives identified in Tutorial-1 (Section 4.1.2). The
tutor intervenes just for asking questions, making
comments, drawing students’ attention to relevant
points, validating students’ solutions, etc, but not
for presenting solutions to the problem.

4.4   Monday-2: Problem-solving procedure

Under tutor guidance, students practice prob-
lem-solving procedures in a third 3-hour session
(in addition to the two sessions of Wednesday-1).
The activity aims at continuing practice of items of
Wednesday-1 and at developing practice of:

• using Laplace transform for computing pa-
rameters of continuous random variables;

• using Generating transform for computing
parameters of discrete random variables.

Exercises of the present activity have been care-
fully elaborated for practicing relevant knowledge
to solve Items 5 to 7 and Item 9 of the solution al-
ternatives (Section 4.1.2), in addition to continuing

the practice of knowledge related to Items 1-4 and
8 (started on Wednesday-1). Therefore, after this
session, students should be able to solve the whole
problem.

4.5   Tuesday-2: Problem-solving validation

In a 3-hour session, students validate their so-
lutions in the presence of a supervisor (tutor or as-
sistant). More precisely, students:

• explain to the supervisor the method used
to solve each item of the solution alterna-
tives (Section 4.1.2);

• present the results obtained. More precisely,
the students generate their solutions for
given values of k, b, r, δδδδδ  and λλλλλ, and then, the
supervisor checks correctness by compar-
ing these solutions to his own (correct) so-
lution.

The supervisor validates solutions, makes com-
ments, draws students’ attention on missing or in-
correct points, but does not provide any correct
method or result.

4.6   Wednesday-2: Tutorial-2

Each group of students has a second 90-minute
tutorial meeting (denoted Tutorial-2). Under tutor
guidance, students reflect on what they have
learned, and determine if anything is missing in their
understanding of the problem. By asking questions,
the tutor helps students in the following steps:

Validation of knowledge acquired: (60 minutes)
Students:

• review conclusions that were generated in
Tutorial-1 (see Section 4.1.2), that is: a suc-
cinct formulation of the problem, and solu-
tion alternatives;

• state the concepts that have been used in
their study. The tutor makes sure that all es-
sential concepts are reviewed, and checks
if necessary knowledge (see Sect. 3.2) is
acquired correctly.

• generalize and de-contextualize the new
knowledge. For example:

■ Probabilities: evaluating chances to win
in gambling (lottery, casino, cards, …), sig-
nal processing (noise filtering), etc.

■ Laplace transform: transfer function linking
a continuous input signal to a correspond-
ing continuous output signal, used for ex-
ample in automation and signal processing.

■ Generating function (or z-transform): like
Laplace transform, but for discrete signals.
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■ Queuing systems: persons waiting for us-
ing a public phone, commands sent to a
printer, batch processing system, etc.

■ Integrals: computing surfaces and volumes,
computing speed from acceleration, com-
puting energy from power, etc.

Assessment of learning: (30 minutes) Students:

• report on knowledge acquired and on pro-
posed solutions. They determine among nec-
essary knowledge elements identified in Tu-
torial-1 (see list of Section 3.2), those that
are operational and those that necessitate
additional learning.

• discuss on their learning strategies.

• give their opinion about the learning and the
atmosphere during the PBL unit.

Students also submit a written report present-
ing, in about 8 pages, what has been learned in
solving the problem.

The remaining activities are related to assess-
ment, and thus, are presented in the next section.

5.  Assessment in APP
prob

Assessment is a very important issue in teach-
ing and learning, which is confirmed by:

• the development of important resources re-
lated to assessment in many universities and
institutes (e.g., Assessment Resource Cen-
ters (ARC) [6, 7], and the Assessment and
Evaluation staff of the Teaching and Learn-
ing Laboratory (TLL) at MIT [8]);

• international conferences related to assess-
ment [9, 10];

• assessment forums [11] and assessment
websites [12];

• many publications related to assessment
(e.g., [13-22]).

The assessment principles we have applied are
mainly  inspired from [23, 2]. Since APPprob aims at
developing the four competencies introduced in
Section 3.1, assessment must be elaborated care-
fully in such a way as to allow accurate evaluation
of these competencies. A formative written assess-
ment, consisting of several problems, is provided
to students (at the end of Wednesday-2) with a
detailed model answer for each problem. Besides,
competency(ies) involved in each question of a
problem are identified, indicated and weighted. By
weighted, we mean that a number is associated to
the competency for measure purpose. Students can
thus: check their individual learning achievement
by comparing their answers to the model answer,

and measure to which level each competency is
developed. And last but not least about formative
assessment, students can evaluate their prepara-
tion to the written exams (see below). In order to
determine if a student passes or fails the unit, (s)he
will be evaluated through:

• the report submitted during Tutorial-2 (see
Section 4.6), which presents clearly what has
been learned in solving the problem. This is
a final and written report of activities of Tues-
day-2.

• two written exams, referred to as summative
assessments, at the end of the unit (i.e., Fri-
day-2) and at the end of the trimester, re-
spectively.

Similarly to formative assessment,
competency(ies) involved in each question in a
summative assessment, are identified, indicated
and weighted. So far, assessment has been dis-
tributed among the four competencies as follows:
C1: 25 % C2: 18 % C3: 17 % C4: 40 %

To determine if a student passes the unit, let us
consider the three possible situations:

• A student passes the unit if (s)he is evalu-
ated at least 50 % for each of the four aimed
competencies.

• A student fails the unit if (s)he is evaluated
below 50 % globally (i.e., average over the
four competencies is below 50 %).  The stu-
dent must then take the unit the next time it
is provided.

• A student fails a competency if (s)he is evalu-
ated below 50 % in this competency and at
least  50 % globally. In order to pass the unit,
the student must be assessed again and
evaluated at least 50 % in each failed com-
petency.

The only allowed document during summative
assessments is a summary of probabilistic formulae.

Note that this PBL unit is worth 2 credits, with a
total of 15 credits for the trimester, and a total of
120 credits for the whole computer engineering pro-
gram.

6.  Discussion

Let us compare the PBL approach to “conven-
tional” courses in the context of APPprob. The latter
takes place during Trimester 3, and its main learn-
ing can be summarized by: use of probabilities for
analyzing computer systems.

In our previous (course-based) computer engi-
neering programs, students learned probabilities by
acquiring related declarative knowledge (see Sect.
3.2.1), and then they applied some of the acquired
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knowledge in solving very simple exercises. Thus,
contextualization was not used at the early stage
of learning. Moreover, the use of probabilities for
solving non-trivial problems was programmed only
during Trimester 8 in an optional course entitled
performance analysis (PA) which has never been
taught. Hence, many students terminated their
bachelor’s degree without having applied probabili-
ties in solving non-trivial problems. We noted that
when confronted to a problem necessitating the use
of probabilities, many students had a preference to
use probabilities in a very intuitive way, instead of
using a rigorous approach. As a consequence, er-
roneous results were frequent. For example, for
computing the average value of a discrete random
variable (DRV), some students assumed subcon-
sciously (and unduly) the DRV to be uniform. As
for a continuous random variable (CRV), many stu-
dents were unable to compute its average value
even if the CRV is uniform. Many students preferred
to use systematic methods for computing probabi-
listic parameters, without mastering the underlying
concepts and theory. Those students were also
unable, for example, to estimate the influence of
certain parameters on the performance.

With the new programs, students have to solve
real problems. In APPprob, the problem is simple,
but students need to think about and master many
concepts related to the list of knowledge of Sect.
3.2.1. Another ability developed with the new pro-
grams is integration. In APPprob, students integrate
several concepts that were studied separately in
conventional programs, such as probabilities,
Laplace transforms, generating functions, queuing
systems, and computer systems.

Therefore, with the new programs, students are
better prepared for analyzing performance of com-
puter systems. This is an important advantage,
because students are well prepared for their first
industrial training (beginning after Trimester 3).
Furthermore, they will be better prepared in subse-
quent trimesters (i.e., 4-8), for improving their com-
petencies and developing new competencies.

At the end of each PBL unit, a responsible of
the trimester has a meeting with students in order
to receive their comments about the unit. And at
the end of the trimester, supervisors involved in PBL
units or in the project, have a meeting with students
in order to receive their global comments. Student
feedback has been positive for the trimester; and
in particular for APPprob, it has been very encourag-
ing in many aspects, such as their learning and in-
terest, and their appreciation of tutors and assis-
tants.

One can say that with PBL approach, students
learn how to learn.

7.  Conclusion

The Department of Electrical and Computer En-
gineering of the Université de Sherbrooke has un-
dertaken a major reform of its programs. The new
pedagogical approach is based on competence
development for solving problems and realizing
design projects. As an illustration of the problem-
based learning (PBL) approach, we present a two-
week PBL unit that aims at developing and assess-
ing competencies in applying probabilities in com-
puter engineering. Student feedback has been very
positive and encouraging in many aspects, such
as their learning and interest, and their apprecia-
tion of tutors and assistants. This experience is
encouraging especially since it shows that, contrary
to certain prejudice, PBL is also applicable to theo-
retical subjects.

As a future work, it would be interesting to in-
vestigate how Action Research  [24, 25] can con-
tribute to the improvement of our supervision and
assessment methods in PBL and competency de-
velopment.
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