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1.	Introduction
	 Understanding the reasons behind the low enrollment and re-
tention rates of Underrepresented Minority (URM) students (African 
Americans, Hispanic Americans, and Native Americans) in the disci-
plines of science, technology, engineering, and mathematics (STEM) 
has concerned researchers for decades. Statistics show that students 
of color have higher attrition rates compared with other groups, al-
though this trend has been decreasing over the past twenty years 
(Besterfield-Sacre, Atman, & Shuman, 1997; Mitchell & Daniel, 
2007; Fleming, Ledbetter, Williams, & McCain, 2008). These groups 
tend to enroll in STEM majors in small numbers and leave in higher 
numbers (Urban, Reyes, & Anderson-Rowland, 2002; Alkasawneh 
& Hobson, 2009). 
	 Increasing the number of minorities (women and ethnic groups) 
is a practical way of increasing the workforce pool in STEM fields 
where white male representation is still dominant. Unfortunately, 
this solution is difficult for many institutions. Only two out of five 
African American and/or Hispanic American students remain in their 
majors and receive bachelor’s degrees in a STEM discipline nation-
wide (Markley, 2005). In order to impact workforce demographics, 
the population of students choosing STEM majors must change.  The 
literature reflects a substantial interest in increasing URM student re-
tention in higher education (Sidle & McReynolds, 1999; Nave, Frizell, 
Obiomon, Cui, & Perkins, 2006; Hargrove & Burge, 2002). Retention 
is of significant interest because of its positive impact on college rep-
utation and workforce demographics (Williford & Schaller, 2005). 
	 Several studies emphasize the importance of identifying college 
students with higher risk of dropping out in early stages in order to 
allocate the available resources based upon student needs (Herzog, 
2006; Lin, Imbrie, & Reid, 2009). Research by Zhang, Anderson, Oh-
land, Carter, & Thorndyke (2002) stated that identifying factors that 
affect student retention could play an effective role in the counseling 
and advising process for engineering students. This equips institu-
tions to utilize their available resources based upon those groups’ 
needs (Herzog, 2006). Traditional methods of statistical analysis 
have been used to predict student retention, such as logistic regres-
sion (Gaskins, 2009). Recently, research has focused on data mining 
techniques to study student retention in higher education (Brown, 
2007). These techniques are highly accurate, robust with missing 
data, and do not need to be built on a hypothesis. Data mining is 
defined as recognizing patterns in a large set of data and then trying 
to understand those patterns.

1.1 Predictive models of student retention 
1.1.1 Tinto’s model
	 Tinto in his model (1975) noted that integration into the col-
lege system, academically and socially, impacts students’ decision 
regarding dropping out of college. He added that integration into 
the college system causes a continuous change in student goals and 
commitment to graduation, which in turn might generate the de-
cision of persistence or dropping out of college. Tinto’s model was 
based on Durkheim’s theory of suicide (Durkheim, 1951) which 
clearly connected suicide rates to individuals’ social integration in 
the community.
	 Variables included in this model are individual attributes such as 
gender and race, pre-college experiences, and family backgrounds. 
Tinto argues that these variables influence the development of col-
lege expectations and commitment to graduation. These expecta-
tions and commitments are modified based upon integration into 
the college system academically and socially to generate a new level 
of commitment and goals. 
	 The author noted that there is still little information that links race 
with college dropouts, although it is considered a strong predictor 
of student persistence. Tinto further added that there isn’t enough 
knowledge about the process of interaction that leads racial groups 
to drop out and how these processes are affecting their academic 
and social integration (Tinto, 1975).  

1.1.2 Astin’s Input-Environment-Output model 
	 Astin (1991) in his book “Assessment for Excellence: The Philoso-
phy and Practice of Assessment and Evaluation” developed a con-
ceptual model which is known as the I-E-O model. The model stated 
that researchers should focus not only on outcomes when assessing 
educational programs and practices but also on input characteristics 
and educational environment. Astin defined student inputs as pre-
college characteristics (e.g., race/ethnicity, gender, and family back-
ground), college admission tests and high school GPA, and student 
self-reported data (e.g., goals and college expectations). He ad-
dressed the importance of input data because it influences student 
output data and most likely influences the educational environment 
(Astin, 1991). Educational environment was defined as everything 
students experience academically and socially during college that 
somehow affects their educational outcomes such as joining first 
year programs and student organizations. In another study, Astin 
(1999) argued that the lack of involvement in college environment 
was a significant cause of student withdrawal from college. Educa-
tional outcomes refer to the college impact on student. 



J o u r n a l  o f  S T E M  E d u c a t i o n      V o l u m e  1 5  •  I s s u e  3     O c t o b e r - D e c e m b e r  2 0 1 436

1.1.3 Terenzini and Pascarella 
	 Terenzini and Pascarella’s (1980) study was developed 
based on Tinto’s (1975) model of student dropout using 
statistical analysis methods. The study used three random 
samples of freshmen at Syracuse University between 1974 
and 1976. A total of four studies were used to test Tinto’s 
model in addition to two studies that focused on the fac-
ulty integration part of the model. 
Terenzini and Pascarella’s major findings are the following:
•	Academic and social integration of freshmen were 

found to be statistically reliable with freshmen persis-
tence.

•	Pre-college factors are important in student persis-
tence/dropout based on how they interact with col-
lege experiences.

•	Frequency and quality of student-faculty contact out-
side the classroom is positively related to student per-
sistence/dropout behavior.

1.1.4 Other studies
	 Several reasons have been correlated with college 
retention with specific focus on the fields of science and 
engineering such as adequate high school preparation, 
difficulty in adjusting to college life, lack of engineering 
community atmosphere, limited exposure to engineering 
courses in the first and second year, and financial obliga-
tions (Nicklow, Kowalchuk, Gupta, Tezcan, & Mathias, 
2009).  Reason (2003) reported that specific student fea-
tures such as race/ethnicity, GPA, gender, and institutional 
features such as selectivity and student integration into 
academic life are the main factors that affect retention. 
Anderson-Rowland (1996) in an Arizona State University 
student survey identified employment demands, financial 
problems, and family issues as the three main causes of 
engineering student dropout.  Tinto (1995) in his speech 
“Taking Student Retention Seriously” believed that there 
are five conditions that support retention, “namely expec-
tation, advice, support, involvement, and learning.”
	 Research has shown that four groups of factors affect 
the low retention rates of minority students in science and 
engineering. These include “academic and social integra-
tion, knowledge and skill development, support and mo-
tivation, and monitoring and advising” (Maton & Ozdemir, 
2007). 
	 Furthermore, the literature review identifies first year 
college success as a significant impact on student reten-
tion (Reason, 2003; Crawley, Malmqvist, Ostlund & Bro-
deur, 2007; Persaud & Freeman, 2005; Sidle & McReyn-
olds, 1999; Nicklow, Kowalchuk, Gupta, Tezcan, & Math-
ias, 2009; Roberts, 2009). For about two decades, research 
has shown that student performance and GPA in first and 
second semesters are crucial predictors of student reten-
tion (Heywood, 2005; May & Chubin, 2003; Tan, 2002). 
Heywood (2005) went as far as identifying the significant 
role that the first few weeks play in shaping student moti-
vation and attitude toward college life. 

1.2 	Data Mining Models in predicting 	
	 student academic success and 		
retention
	 Research has shown that tracking students who trans-
fer from STEM disciplines to a non-STEM disciplines is an 
increasingly difficult process (Mendez, Buskirk, Lohr, & 
Haag, 2008). Thus, several studies have emphasized the 
importance of identifying college students with higher risk 
of dropping out in early stages and allocating the available 
resources based upon student needs (Zhang, Anderson, 
Ohland, Carter, & Thorndyke, 2002; Dekker, Pechenizkiy, 
& Vleeshouwers, 2009). Studies have varied in identifying 
factors that affect student retention the most, especially 
in their freshman year. Mendez claimed that high school 
GPA and scores on placement tests, in addition to grades 
in math, chemistry, and physics, are all strong predictors 
of engineering student retention (Mendez, Buskirk, Lohr, 
& Haag, 2008).
	 Gaskins (2009) has emphasized that student pre-
defined variables such as high school GPA combined with 
environmental variables such as student living (on cam-
pus or off campus) and involvement in first year programs 
such as a residential living learning community are best 
predictors of student success. The study was conducted 
over a ten year period (fall 1997 through fall 2006) and 
35,050 students were involved from all majors. Logistic 
regression was the main statistical method used in this 
study to categorize students into “retained” and “not re-
tained.” The study reported that student success differed 
between students, institutions, and even different schools 
within the same institution.  As a result, variables of high 
school GPA, on-campus living and involvement in a first 
year program were cited as significant in affecting student 
retention and success in their freshman year.
	 Data mining methods are becoming more popular and 
accurate in modeling student performance and retention 
in higher education. In a data mining project that used 
1,508 incoming engineering freshmen at a large Mid-
western university during the 2004-2005 academic year, 
several methods for modeling first year student retention 
in engineering, such as neural networks, discriminant 
analysis, logistic regression, and structural equation mod-
eling (Lin, Imbrie, & Reid, 2009), were used. Each model 
used several pre-college factors that are believed to affect 
student retention such as high school GPA, standard-
ized tests, and high school math, physics, and chemistry 
grades to build a framework that predicts engineering 
student retention. Neural networks proved their superior-
ity among the other four methods used in terms of predic-
tion accuracy. 
	 Herzog (2006) conducted two studies; one focused on 
studying student retention, which used forty variables, 
and the other focused on time to degree, which used 79 
variables, in all majors. Three-rule induction decision trees 
(C&RT, CHAID-based, and C5.0) and three backpropaga-
tion neural networks (simple topology, multitopology, 

and three hidden-layer pruned) with a multinomial lo-
gistic regression model were compared to examine the 
most accurate model that predicts student retention and 
time to degree. To validate the developed models, data 
was randomly split fifty-fifty to test the accuracy of differ-
ent models. The study revealed that neural networks and 
decision tree techniques provided a stronger analysis and 
better accuracy when predicting student retention and 
time to degree using a large data set. 

2. Research Questions
	 The purpose of this research was to develop a hybrid 
framework to model first year student retention for URM 
comprising African Americans, Hispanic Americans, and 
Native Americans. Prior to developing this hybrid frame-
work, results of the genetic algorithm and focus groups 
were analyzed and incorporated. 
	 The examined research questions were:

1.	 Which student characteristics, environmental in-
fluences, and academic support services impact 
first year student retention in STEM disciplines the 
most?

2.	 To what extent did first year college experiences 
and academic progress affect pre-defined goals 
of URM students and their intention to graduate 
with a STEM degree?

	 Identifying inputs that best contribute to student re-
tention provides significant information for institutions 
to learn about student needs, how to support student 
academic success, and how to increase retention in STEM 
fields. Institutions can also rely on using qualitative analy-
sis to examine students’ experiences during the freshman 
year to acquire useful information on different student re-
tention behaviors from a diverse population. Based on this 
information, better programs and student services can be 
developed.
	 This research has used the neural network technique, 
which is commonly employed for modeling and machine 
learning. In this study, the results of genetic algorithms 
and qualitative methods were incorporated into modeling 
freshman year retention. 

3. Methodology
	 In this study retention is defined in terms of students 
who stay in a STEM discipline from the first fall of enroll-
ment to the second fall. Students who switch from one 
STEM discipline to another are considered retained, while 
students who switch to a non-STEM major are considered 
non-retained. Due to the nature of the study in terms of 
the availability of student information, in which it focuses 
on fall-to-fall retention at a large public research insti-
tution, all students included in this study were enrolled 
in the fall semester of their sophomore year. The model 
uses pre-college information, college characteristics, and 
demographic attributes of students to identify significant 
factors that impact the decision of persistence/dropout 
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J o u r n a l  o f  S T E M  E d u c a t i o n      V o l u m e  1 5  •  I s s u e  3     O c t o b e r - D e c e m b e r  2 0 1 437

from a STEM discipline. The STEM majors included in this 
study are:  Biology, Chemistry, Physics, Science, Forensic 
Sciences, Mathematical Sciences, Bioinformatics, Envi-
ronmental Studies, Computer and Electrical Engineering, 
Biomedical Engineering, Mechanical Engineering, Chemi-
cal and Life Science Engineering, and Computer Science. 

Participants of this study fall into two groups: 
1) The first group comprised of STEM full-time first year 

students from the 2007–2009 academic years. Data 
was obtained from the Office of Institutional Research. 
The sample size consisted of 1,966 students who start-
ed with a STEM discipline in the first fall semester of 
enrollment. The dataset contains records of both male 
and female students from different ethnic origins. Eth-
nic origins are classified as follows: American Indian, 
Asian, African American, Hispanic, unknown/not spec-
ified, and white. In this study, the dataset was divided 
into two cohorts: first, the majority student cohort that 
includes a total of 1,468 students and second, the URM 
student cohort with a total of 498 students. The major-
ity student cohort includes Asian, unknown/not speci-
fied, and white ethnic origins, while the URM student 
cohort includes American Indian, African American, 
and Hispanic American ethnic origins. The unknown/
not specified represents less than 8% of the overall 
majority student’s population. To protect students’ 
anonymity, no identifiable student information was 
included.

2) Sixty-three participants in a summer transition pro-
gram at a large public research institution over a three-
year period (2008-2010) were invited to participate in 
the focus groups sessions. The program participants 
were incoming freshmen in STEM disciplines who 
were African American, Hispanic American, and Na-
tive American. It is a self-selecting program designed 
to enhance participants’ pre-college preparation and 
ensure a smooth transition into college. Each year, ap-
proximately twenty-two participants choose to enroll 
in the program. Participants’ majors were biology, all 
engineering fields, mathematical sciences, forensic 
sciences, chemistry, and environmental studies. Of the 
participants, approximately 59% were female.  Sixteen 
students attended the three meetings conducted in the 
spring of 2011; two student attendees were not sum-
mer transition program participants. These two stu-
dents responded to an invitation for non-participants 
to get insight into other freshman year experiences for 
students who did not have a chance to participate in 
the program. 

	 This particular group was included because they were 
exposed to a variety of activities and programs prior to and 
during their freshman year. It is believed that this group of 
students would be able to provide valuable responses and 
compare their experience with their peers who did not 
participate in any first year programs and/or activities. The 

group represents diverse backgrounds and ethnic origins 
and is comparable with the institution’s population.  

3.1 Data Collection
	 This study will develop a hybrid model that predicts 
URM student retention. The model incorporated both 
relevant factors that are determined using genetic algo-
rithms and qualitative method via focus groups conducted 
to understand students’ first-year experiences. 
	 Two different datasets were used for both quantitative 
(neural networks and genetic algorithm) and qualitative 
(focus groups) methods:
1)  Data used in this study was obtained from the Office 

of Institutional Research, covering a three year period 
(2007–2009) for all freshmen who started with a STEM 
field. Student inputs that were included have been clas-
sified into three categories: demographic, pre-college, 
and college variables. The demographic variables in-
cluded in this study are race/ethnicity, residency, and 
gender. The pre-college variables are honors, math SAT 
scores (SATM), verbal SAT scores (SATV), combined 
SAT scores (SATC), high school percentile rank (Rank), 
and first math course (CourseM). The college variables 
are term credits attempted in the first fall (TCAF), term 
credits earned in the first fall (TCEF), credits attempted 
in the first fall (CAF), credits earned in the first fall 
(CEF), term credits attempted in the first spring (TCAS), 
term credits earned in the first spring (TCES), credits 
attempted in the first spring (CAS), credits earned in 
the first spring (CES), first mathematics course grade 
(GradeM), fall term GPA (TGPAF), and spring term GPA 
(TGPAS). Two response variables were used in this study 
to build two predictive models: the first is GPA and the 
second is retention. The first model, GPA model, used 
all available student inputs except two variables, which 
are Term GPA in fall and Term GPA in spring. The reten-
tion model used all twenty student inputs in addition 
to GPA. This study included many factors which were 
identified by most of the related studies as influential 
factors on student performance and college retention 
such as race/ethnicity, gender, college GPA, mathemat-
ics grades, standardized test scores, and placement test 
scores. 

2) The qualitative data was obtained by conducting focus 
groups for summer transition program participants over 
a three year period (2008-2010). The collected data fo-
cused on identifying significant student characteristics 
from the students’ point of view. Furthermore, focus 
group sessions collected information on URM students’ 
first year college academic and social experiences. An 
approval from the Institutional Review Board for Re-
search Including Human Subjects (IRB) was obtained. 
Sixteen students participated in the three sessions: 9 in 
the first session, 5 in the second session, and 2 in the 
third session. 

In this study of 1,966 students it was observed that fe-

males represent higher a proportion 0.52 (1,019 sam-
ples) compared to males. With a total of 1,468 majority 
students, it was observed that males represent a higher 
proportion of 0.55 (809 samples) as compared to females. 
However, regarding the 498 URM students included, it 
was observed that females represented a higher propor-
tion, 0.72 (360 samples). 
	 Although females represented a higher percentage in 
the student population, their retention rate was 10% less 
than that of males. Students who started with a higher 
level of mathematics had higher retention rate, and stu-
dents who did not perform well in their first mathematics 
course were less likely to be retained in their STEM major. 
The average SAT score was 1138 and 1062 for retained 
and non-retained students, respectively. The average high 
school rank was 78% for retained students and 76% for 
non-retained. The overall freshman year GPA was 3.0 for 
retained students and 2.8 for non-retained. The average 
was 38 college credits for retained students and a total of 
33 college credits for non-retained students. 
	 More specifically, URM female students represented 
a higher proportion in STEM population, i.e. 0.72 (360 
samples). However, their retention rate, 70%, was lower 
than the retention rate of males, which was 81%. Major-
ity students with higher level of mathematics and better 
grades were more likely to be retained in their STEM ma-
jor. The average SAT score was 1035 and 980 for retained 
and non-retained students, respectively. The average high 
school rank was 78% and the overall freshman year GPA 
was 2.8 for both retained and non-retained students. The 
average total college credits earned were 33 for retained 
students and 31 for non-retained. 

3.2 Neural network models design 
	 The FeedForward backpropagation network was used 
to model first year student retention in STEM disciplines in 
a large public research institution. The number of hidden 
layer neurons used was between 2–4 where each neuron 
has a hyperbolic tangent (tanh) activation function. The 
network’s output layer for predicting the overall student 
GPA has a linear activation function (purelin) while the 
output layer for predicting student retention has the hy-
perbolic tangent activation function. The training function 
used is Levenberg-Marquardt. The algorithm is an iterative 
technique that adjusts the weights to minimize the differ-
ence between the actual and predicted output. 
	 Each model was built using student inputs in two dif-
ferent ways: 1) using all available student inputs 2) us-
ing an optimized dataset which was obtained from the 
genetic algorithm. Within each model, performance was 
compared when different student inputs were used. The 
procedure above was repeated for two different datasets, 
URM and majority students. 
	 This study focuses on the achievements of URM stu-
dent in STEM majors. Thus, results obtained from both 
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methods were incorporated to develop a comprehensive 
model that is able to predict URM students’ first year re-
tention accurately. 
	 To validate the neural networks models, the 10 fold 
cross-validation was used. The training set was randomly 
divided into 10 parts, nine of which were for training and 
the rest for testing. The process was repeated 10 times, 
and then the accuracy of the model was computed.

3.2.1  Neural network model performance
	 The response variable used in this study for retention 
is a categorical variable of two values, retained or not. The 
retention model’s accuracy (ACC) was calculated by add-
ing the number of correctly predicted retained students 
(TP) to the number of correctly non-retained students 
(TN) and dividing the resulting number by the total num-
ber of students included (N) as in the following equation:

ACC= (TP+TN)/N         (1)
Whenever the 10 fold cross-validation is used, prediction 
error of each training set is calculated and the final error is 
the total error for all the training sets. 

3.2.2 Feature Subset Selection
	 To build an effective model, it is important to select 
a non-redundant subset of student inputs which are rel-
evant to the output variable. When using neural networks, 
learning time is increased if a large set of variables are 
used. In neural networks, the genetic algorithms tech-
nique gives good results for feature selection. 
	 The feature subset selection was used to provide a deep 
insight into freshman retention and academic success in 
STEM disciplines. The output of the genetic algorithm is a 
vector of binary values at the best fitness value, which in 
our case is the root mean square error (RMSE). The muta-
tion rate used was 0.01, and the selection function used 
was roulette wheel, which is a commonly used function 
for feature selection. This selection function makes a ran-
dom selection similar to the rotation of the roulette wheel 
to select the best fit. 100 generations were used and the 
population (chromosome) size was chosen to be 20. The 
algorithm accepts a vector of student inputs and returns a 
bit string that indicates whether the feature was selected. 
If the feature is selected, it gets a value of 1; otherwise it 
gets a 0 value. The dataset was divided into two groups 
based on student race/ethnicity (URM or majority) to 
compare and contrast the two resulting vectors.

3.3 Focus group instrumentation 
	 Qualitative research methodologies are effective in terms 
of analyzing non-quantitative data or data in the form of 
text rather than numbers. Researchers defined qualita-
tive research as  “important modes of inquiry for the social 
sciences and applied fields, such as education, regional 
planning, health sciences, social work, community develop-
ment, and management” (Marshall & Rossman, 2010).

	 The focus group protocol was designed for this study to 
elicit responses from participants about their freshman year 
college experiences and determine which variables have the 
most impact on student academic success and retention. 
Seven open-ended questions were asked of each group, 
and students were informed about the confidentiality of 
all the sessions. The first question discussed reasons behind 
students’ motivation to major in STEM fields. The second and 
third questions focused on analyzing freshman year experi-
ences, the difficulties participants had, and how they han-
dled them. The fourth, fifth, and sixth questions determined 
which academic, demographic, and social variables have 
the most impact on student academic success and reten-
tion. The final question examined the extent to which pre-
college intervention programs could affect student retention 
in a STEM discipline. The analysis approach used is content 
analysis, which is a very effective method in analyzing data 
in textual context. 

3.4 Hybrid Model Design 
	 The hybrid framework is developed to model first-year 
student retention for URM. In this model, the results ob-
tained from the quantitative methods (genetic algorithms) 
and qualitative methods (focus groups) were incorporated 
to develop a comprehensive model capable of predicting 
URM students’ first-year retention. The main goal of incor-
porating the results is to build a simple and interpretative 
tool that could be used effectively to impact URM students’ 
accomplishments during their freshman year. 
	 The FeedForward backpropagation network architec-
ture used to develop this model and the number of hidden 
layer neurons used was 3 where each neuron has a hy-
perbolic tangent activation function. The network’s output 
layer for predicting student retention has the hyperbolic 
tangent activation function. The training function used is 
Levenberg-Marquardt. The 10 fold cross-validation used 
to validate the neural networks models. 

Features All Students  Majority Students  Minority Students 

Race 0 - - 

Residency 0 1 0 

Gender 1 1 1 

Honors 0 1 0 

TCAF 0 1 0 

TCEF 1 1 0 

CAF 1 0 1 

CEF 1 1 1 

TGPAF 1 0 0 

SATM 1 1 0 

SATV 0 1 1 

SATC 1 1 0 

RANK 1 0 1 

TCAS 1 1 1 

TCES 0 1 0 

CAS 1 1 1 

CES 1 1 0 

TGPAS 1 1 1 

GPA 1 1 1 

CourseM 1 0 1 

GradeM 1 1 1 

 Table 4.  Output of Retention model feature subset selection by group
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	 For the retention model the accuracy is used to inter-
pret the model’s performance and compare it with the 
other retention models that used genetic algorithms out-
put as an input set.

4. Results
4.1 Model Performance
	 This section describes the results obtained by using re-
tention model using three dataset cohorts—all students, 
majority and URM cohorts. The performance of the neural 
network of the different datasets is compared and the net-
work’s number of hidden layer neurons is selected by trial 
and error until the best performance achieved.
	 Of the 1,966 samples, 74% cases were predicted cor-
rectly which considered good prediction accuracy. The 
majority student model’s accuracy was 79%, which also 
considered a good performance in predicting majority 
student retention in STEM disciplines. As for the URM stu-
dent retention model, the model did not perform as well 
as the previous models with an accuracy of 60%. 
	 The neural networks model for predicting majority 
student retention achieved better accuracy compared to 
models of all students and URM students. However, the 
URM student model did not perform as well as the other 
two models. In general, the accuracy between 70%-80% 
is categorized as good, while the accuracy between 60%-
70% is categorized as fair. 

4.2  Student Feature Optimization Results
	 Genetic algorithms are considered a very efficient way 
for feature subset selection. It is usually used to reduce the 
model’s complexity, reduce the learning time of the net-
work, enhance generalization, and improve performance. 
In this study, the genetic algorithms technique was used 
to identify the most relevant features that impact student 
retention the most. 

4.2.1 Feature subset selection 
	 The results show the output of the genetic algorithm to 
select the most influential student features in student re-
tention behavior in a STEM discipline as shown in table 4. 
It was observed that seven features were common among 
the three groups: gender, credits earned in fall semester 
(CEF), total credits attempted in spring semester (TCAS), 
credits attempted in spring semester (CAS), term GPA 
of spring semester (TGPAS), overall freshman year GPA 
(GPA), and grade of first mathematics course (GradeM). 
This gives an indication of the influence of the overall GPA 
on student retention decision. Rank was not selected for 
majority students, although it was selected for the URM 
group.  The Honors feature was not selected for the URM 
group. The SATM and the SATC were not selected for the 
URM group, while the SATV was selected for the majority 
and the URM groups. The total college credits attempted 
in the first fall and the first mathematics course were not 
selected for the majority group. The total college credits 

earned in the fall semester was not selected for the URM 
group as well.

4.3   Modeling freshman Retention with  	
	      Reduced Feature Set
	 Of the 1,966 samples, it was indicated that the accura-
cy of the model slightly improved when feature selection 
set was used. The model’s accuracy increased from 74% to 
75% when the optimized set was used. It was observed 
that the majority student model’s accuracy increased ap-
proximately 2% when the selected subset of features was 
used as input, from 79% to 81%.  As for the URM student 
retention model, the accuracy of the model increased 3% 
when the selected subset of features was used, from 60% 
to 63%.
	 The neural networks model for predicting majority 
student retention achieved better accuracy compared to 
models of all students and URM students. In general, the 
network’s accuracy was improved for the three groups 
when an optimum input features used. A significant im-
provement was observed for the majority students group 
when the optimum set of features was used. The model 
achieved an accuracy of 81%, which is considered a very 
good model in predicting student retention.

4.4   Focus Group Sessions Analysis
	 In this study, a total of sixteen students participated in 
the three sessions: twelve females and four males. Fifteen 
participants were African Americans, and one was His-
panic American. All participants were majoring in STEM 
disciplines, except one student who switched from STEM 
to a major in business administration. Seven students in-
dicated that they were the first generation to go to college, 
and only three students declared that they work during 
the academic year. 
	 The first question discussed reasons behind students’ 
motivation to major in STEM fields. The major themes that 
arose from the students responses included the critical 
role family members, mainly parents, played in influenc-
ing their decision to consider majoring in STEM. Some 
students saw their parents as role models and tried to 
follow their steps and pursue a career in STEM fields. Rela-
tives and friends were a good source of motivation as well. 
A second theme arose, high competency in mathematics 
and science; students realized that STEM fields are com-
mensurate with their career goals and abilities. To a lesser 
degree, students identified the impact of high school 
teachesr and the media (inspirational TV shows).
	 The second and third questions focused on analyzing 
freshman year experiences, the difficulties participants 
had, and how they handled them. Students’ responses 
varied when they were asked to evaluate their freshman 
year experience. A majority of students responded that 
it was easy. Academically, students referred to their high 
school preparation and participation in science and engi-

neering programs such as the summer transition program 
as factors that helped in making first year introductory 
courses easier. 
	 A few students described their freshman year experi-
ence as moderate. These students mostly had difficulties 
in academic adjustment. For example, students who came 
with AP credits and were placed in the advanced courses 
had more pressure as a freshman in a sophomore-level 
class. Three students said that their freshman year ex-
perience was difficult, but overall they enjoyed it. Being 
away from home and taking all the responsibility of being 
placed in upper-level classes was the difficult part of the 
experience. Also, some found it hard to balance between 
priorities. One of the students in the first group who did 
not participate in the summer transition program de-
scribed her freshman year experience as “lonely.”
	 One of the major difficulties student faced during their 
freshman year was their first chemistry class. Even though 
most of them took a chemistry class during the summer 
transition program, it was hard for them to keep up with 
such a demanding course and grasp any new material. 
Students revealed that they had to work harder, get tutor-
ing, and attend other chemistry classes taught by different 
instructors. Upper level classes such as differential equa-
tions, physics, and programming were on the list of dif-
ficult courses as well. It was observed that these courses 
required a larger workload than expected for a freshman, 
especially if all three were taken at the same time and if 
the freshman did not take physics in high school. Online 
courses were a problem for freshmen as well. A student 
revealed that he was not ready for the kind of classes that 
put more responsibility on himself to check homework 
and due dates online without having someone remind 
him about the class duties. 
	 Socially, all students showed their concern for adjust-
ing to college life and the new environment. Students 
from the three groups agreed that distractions and peer 
pressure were difficult things to handle in freshman year. 
Students came to college, lived with roommates, and had 
no curfews as they used to have in high school. It was hard 
to take the full responsibility to avoid these distractions 
and maintain academic success. Students from the second 
group stated that the whole new teaching environment 
and the campus life were not as they expected them to be 
when they came to the summer transition program. 
	 The fourth, fifth, and sixth questions determined 
which academic, demographic, and environmental vari-
ables have the most impact on student academic success 
and retention. High school preparation was a significant 
indicator of freshman year performance for almost all the 
students. A majority of students revealed that their high 
school mathematics and science background helped them 
to get good grades in their first semester’s introductory 
courses. This was unlike what we observed from the pre-
vious questions, as some students complained about their 
weak chemistry and physics preparation and how difficult 
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it was for them to handle those classes. A few students 
highlighted the impact of their strong support system, 
family, and friends on their freshman year performance. 
Usually family members keep up with the students and 
try to push them to achieve academic success. 
	 AP classes were among the significant indicators of 
good performance in freshman year and none of the stu-
dents said that SAT scores were an indicator of their fresh-
man year performance even when they were asked about 
it. Self-motivation and the ability to be independent were 
among the top freshman year performance indicators as 
well. Most students in the three groups said that they had 
not thought of switching to another major because they 
did well in their classes or got a good GPA, especially in 
their first semester. They also added that this increased 
their self-motivation that they can do even better if they 
worked harder, in spite of facing any possible difficulties.
From a demographic perspective, it was observed that 
gender was not an issue for any male student and non-
engineering female student. However, almost all female 
students in engineering indicated that it was challenging 
and motivating at the same time for them to be “a mi-
nority within a minority,” referring to gender and race. 
One engineering male student stated that he came from 
a high school where 90% of the population was African 
American, and now he is the only African American in 
his major. The student added that he feels pressure to be 
successful as one of the only African Americans graduat-
ing with this major. One student pointed to the safe and 
diverse environment as a good indicator of freshman year 
performance.
	  As for environmental factors that affected their aca-
demic performance and retention, students identified 
family and friends as most influencing their retention 
decision. Several students revealed that their classmates 
were very helpful, too, especially in large classes where it 
was hard to build a relationship with the professor; some 
students stated that they usually refer to upper-class stu-
dents because they know the material, study habits, and 
the best teachers and can give the best advice. 
	 Student advisors and professors were among the influ-
ential factors on student retention. Some students pointed 
out that their advisors did not help, while others stated 
that their professors did not influence them; some stated 
that it depends on the professor, and few stated that their 
professors were very helpful whenever they needed their 
assistance. Some noted that professors are nicer and more 
supportive in their offices than in class. In addition, a stu-
dent claimed that teaching assistants sometimes could 
be more helpful than professors themselves. Money and 
roommates also were on the list as both positive and 
negative influential factors. 
	 The final question examined the extent to which 
precollege intervention programs could affect student 
retention in a STEM discipline. The summer transition 
program impact on participants’ pre-college preparation 

was divided clearly into academic and social. A majority 
of participants in both groups stated that the program 
was more helpful from the social perspective. Students 
said that they made new friends with diverse experi-
ences, became familiar with the college environment, did 
not get lost in the fall semester, adjusted to being away 
from home before fall started, learned time management, 
got used to campus and city life, gained good dorm ex-
perience, especially when they had a roommate with the 
same major, and found the study skills class to be good. 
One student, however, from the first group stated she did 
not utilize it well.
	 Academically, students from the first group stated that 
they learned how college classes are and realized that 
they need to work harder, boosted their self-esteem when 
they got good grades during the program, got more con-
fident in freshman year classes, and found a study buddy. 
The second and third groups agreed that the mathemat-
ics and chemistry classes served as a good review before 
the beginning of fall semester. Some students from the 
second group stated that they knew what to expect in 
college, and the science class helped in learning how to 
write laboratory reports. The third group’s students stated 
that the study skills class was good in teaching them time 
management.

4.5 The Hybrid Model
	 The most relevant student features obtained from the 
genetic algorithm and focus groups were selected to build 
the hybrid model. The model was developed using neural 
networks and then validated using the 10 fold cross-vali-
dation. The hybrid model diagram is shown in Figure 1. 

It was observed that the integrated majority student’s 
model performed the same as the model that used ge-
netic algorithm optimized set of student inputs. When 
attempting to predict URM student retention, the hybrid 
model improved prediction by 3%, increasing in accuracy 
from 63% to 66%. 

5. Discussion
	 Incorporating results obtained from the genetic al-
gorithm and focus groups was a challenge in this study. 
The genetic algorithm relies on mathematical calculations 
to determine which student inputs are most relevant to 
student retention without any direct interaction with 
students. Focus groups are used to elicit direct responses 
from participants regarding their college experiences and 
key factors that have a significant impact on their achieve-
ments. Thus, the goal was to incorporate results—not 
compare them—and to develop a hybrid predictive 
model and validate it using a 10 fold cross-validation. 

The developed model presents students as interactive en-
tities in the system instead of just numbers. The student 
could be identified and his/her inputs could be analyzed 
to build a profound knowledge of different performance 
and retention behaviors. The qualitative analysis of URM 
student freshman year experiences would play a positive 
role in analyzing student performance and retention be-
haviors. 
	 Approximately 25% of freshman population in the 
studied institution in STEM fields is made up of URM 
students. Consequently, it is useful to use the hybrid 
framework to model student retention as well as analyze 
significant factors of targeted students in the prediction 
process and gear available resources and intervention 
programs based on student needs. The process of putting 
all the pieces together would be completed by analyzing 
student college experiences to address differences in hu-
man behavior. 
	 Genetic algorithms select the chromosomes at random 
from the design space and might not select all possible 
chromosomes. Due to this, the optimized values of the pa-
rameters might not be the global optimum. Instead they 
might only be localized optimal value. Because of this ran-
domization used in genetic algorithms, results obtained 
from the hybrid model were either the same or slightly 
different compared to results obtained when feature se-
lection was used.
	 The model’s performance could be improved by in-
creasing the sample size and increasing the number of 
included features. 

6. Conclusions and Limitations
	 Modeling retention for URM students in STEM dis-
ciplines and analyzing key factors that impact student 
accomplishment, in addition to understanding student 
first year educational experience, can effectively build a 
learning environment and strategies that lead targeted 
students to the right path to success. 
	 High school academic mathematics and science 
preparation has a great impact on student freshman year 
accomplishments. High school rank, SAT mathematics 

Figure1.  Hybrid Model Block Diagram
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scores, and mathematics placement test scores were con-
sidered strong predictors of retention. A major part of this 
study was to construct an adequate understanding of URM 
student persistence/dropout behaviors in STEM fields. 
	 The institution included in this study has several inter-
vention programs and activities to support students. Usu-
ally, these programs and activities are self-selecting where 
students choose whether to participate or not. Many stu-
dents who need help are left behind because they do not 
know where to go or they participate in a different program 
that cannot address the students’ needs for succeeding in 
a STEM major. Therefore, leading targeted students to 
success and retaining them in a STEM field is not just the 
responsibility of students themselves but is as much a re-
sponsibility of their family, friends, advisors, teachers, and 
the surrounding environment. It was found that URM stu-
dents come to college with high self-motivation and com-
mitment to graduate with a degree in STEM.  Once college 
starts, many factors impact student self-motivation either 
positively or negatively. Empowering a student with self-
motivation has a great influence on the student’s decision 
to continue in STEM fields. 
	 It was revealed that freshman intervention programs 
improve student performance and increase retention in 
STEM fields. Such programs were effective academically 
and socially. Participants gained more self-confidence and 
reviewed essential material of gateway classes. Also, it was 
found that student learning is a continuous process where 
students seek assistance outside the classroom to improve 
their performance. Overall, high school mathematics and 
science preparation, race, gender, and freshman year 
grades are strong predictors of student retention. In addi-
tion, freshman year cumulative GPA is a strong predictor of 
student retention.
	 Overall, the neural networks model performance re-
sults were similar when different input sets were used. The 
model’s accuracy when all student inputs used was 74%, 
79%, and 60% for all students, majority students, and 
URM students, respectively. The model’s accuracy slightly 
improved 1%, 2%, and 3% for the three different datasets 
(all students regardless to their ethnicity, majority students, 
and URM students). A 3% increase (66%) of the model’s 
accuracy was observed for the developed hybrid model. 
	 Overall, the network’s accuracy was improved using 
an optimum set of student inputs for the three groups. 
However, the network’s accuracy of the majority group was 
much higher than the URM network’s accuracy. This could 
be due to the difference in the size of both samples for the 
majority (N=1468) and URM (N=498) groups linked with 
the student inputs used as well. Thus, this research paves 
the way for future research to use additional significant in-
puts that identified by URM students point of view in order 
to increase the model’s accuracy. However, the resulted hy-
brid system is a simplified and easier-to-interpret model.
	 The related research work presented (Herzog, 2006; 
Lin, Imbrie, Reid, 2009; Zhang, Anderson, Ohland, Carter, 

& Thorndyke, 2002; Gaskins, 2009; Mendez, Buskirk, Lohr, 
& Haag, 2008; Dekker, Pechenizkiy, & Vleeshouwers, 2009; 
Thai-Nghe, Janecek, & Haddawy, 2007; Superby, Van-
damme, Meskens, 2006; Lam, Doverspike, & Mawasha, 
1999) targeted different student populations, different 
input features, and different methodologies. Hence, it is 
hard to make a direct comparison between the accuracy 
of the developed framework presented in this research 
and accuracy of the other developed frameworks. More-
over, this research incorporated results obtained from the 
genetic algorithm and focus groups to build a model that 
includes the most relevant student features in order not 
only to model student retention but also provide a deep 
insight into student freshman year experiences and differ-
ent retention behaviors. To our knowledge, the presented 
method of incorporating results of genetic algorithm and 
focus groups is new to the field of modeling student per-
formance and retention, especially for URM students. 
	 However, these models were comparable to those of 
other studies results. In one study (Herzog, 2006) the neu-
ral networks model accuracy for predicting student reten-
tion was between 77% and 84%. The study used differ-
ent data sets and different input sets of student features. 
Another study used different data mining techniques to 
predict retention of electrical engineering students over 
10-year period and achieved accuracy between 75% 
and 80%. Thus considering the sample size and student 
features used in this study, the developed model perfor-
mance is effective in modeling retention for students in 
STEM disciplines, especially for URM students.
	 Several limitations existed for this study. The first set 
of limitations was in the sample of the quantitative part 
which was limited to first-time first year students in 
STEM. Thus, transfer students were not included. In addi-
tion, students who dropped out or suspended their studies 
during the first or second semester (e.g., did not register 
for the fall semester) were excluded since the study fo-
cused on fall to fall retention. Also, there was no indication 
whether the student gained any college credits regarding 
to participation in a pre-college programs or from taking 
AP classes other than a general idea by comparing the to-
tal freshman year college credits earned per semester with 
the college credits earned in the fall semester. A limited 
number of URM students (N=498) were included in this 
study, which affected the network’s accuracy. 
	 The second set of limitations was in the focus groups 
sample. Data were collected from 16 URM students who 
participated in an intervention program for incoming 
freshmen in STEM disciplines since 2008. Participants of 
the focus groups were diverse and comparable to the larg-
er group of the program participants. However, the study 
collected a survey prior to conducting the focus group ses-
sions, which might cause results to be skewed regarding 
self-reporting issues.
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