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Abstract
 Lack of student persistence and retention is significantly 
hurting the US in producing the required number of quali-
fied graduates, especially in STEM fields. Although many 
factors contribute to students falling off track, one of the 
controllable factors is the identification of at-risk students 
followed by early intervention. Predicting the performance 
of students enables educators to single out struggling and 
highly talented students. Struggling students are often 
identified very late into an academic year, thus leaving little 
to no time for seeking consultation and determining the 
best course of action to improve performance. Some of such 
struggling students resort to dishonest means to catch up or 
make up at the last minute resulting in a higher number of 
academic integrity violations being observed and reported. 
Recently, the COVID-19 pandemic further corroborated 
the presence of such challenges. This research explores the 
possibility of using artificial intelligence to identify key 
elements in small datasets which could contribute to the 
development of a predictive student performance solution. 
A small set of data obtained through systematic data col-
lection was used to train a predictive algorithm and aid in 
the analysis of in-class learning, which would lead to a vi-
able student performance predictive solution. The data was 
collected for 133 students from a total of four sections of 
three different courses. With a limited amount of data, we 
were still able to construct a predictive solution able to pro-
duce valuable insights into the behaviors of students. The 
model’s resulting accuracy on the test set is 0.85 and the 
model indicates that the earliest time to begin predictions 
is right after the midterm exam. The model performs well 
in its task to predict student performance and identify cor-
relations between different variables. However, it is at this 
time subject to limited data which although treatable, can 
affect the accuracy and its ability to predict a final score nu-
merically. This work paves the ground for future studies on 
the use of machine learning using in-class learning data, 
analyzing student learning as a function of time within each 
session rather than by grades alone.

Keywords: Artificial intelligence; Machine learning; 
Learning analytics; In-class learning, At-risk students, 
Synchronous online teaching.

Background and Motivation
 The U.S. Bureau of Labor Statistics (USBLS) states that 
in the last 10 years, employment in the Science, Engi-
neering, Technology, and Mathematics (STEM) fields has 
grown twice as fast as that in non-STEM fields (US Dept. 
of Labor, 2019). In particular, jobs in engineering and re-
lated fields are experiencing the most growth (US Dept. of 
Labor, 2019). In addition, there is also a rise in non-STEM 
jobs that require STEM skillsets (NSF Business-Higher 
Education Forum, 2019). This may read as highly encour-
aging for students pursuing STEM degrees, the matter of 
concern is that there are not enough students in engineer-
ing or related fields to fill all the current and potential job 
openings (National Science Board, 2018). This is made 
worse by the fact that student retention, persistence, and 
graduation rates are lower in STEM fields as compared to 
many other fields (National Science Board, 2018). It is 
also alarming that all the factors that contribute to such 
low rates are even more critical for women and minority 
students and negatively impact their chances to succeed 
in STEM fields (NCES, 2019; National Science Foundation, 
2017). One of the contributing factors to such low rates is 
the student performance in core STEM courses. To address 
this, student performance measurement has taken center 
stage in a multitude of educational research communities. 
 One of the major side effects of students finding it 
difficult to adjust to challenging coursework is them re-
sorting to dishonest means to improve performance and 
sometimes even just to stay afloat. Some of the common 
reasons cited by students as motivators for engaging in 
academic integrity violations are the intense and over-
whelming pressure (internal as well as external) to suc-
ceed, lack of time to complete assignments, finding the 
need to get ahead, self-control, and low self-esteem is-
sues (Borgaonkar et al. 2020; Simkin and McLeod 2010; 
Van Zyl and Thomas 2015; Walker and Townley 2012; Yu 
et al. 2018). Then there are organizational and systemic 
components such as professors not taking the time to 
emphasize the importance of academic integrity or ob-
serving their peers get away with cheating (Borgaonkar 
et al. 2020; Peters et al. 2019). Faculty perception of the 

common motivators of academic integrity violations by 
students is also as diverse as the student perception. Some 
of the reasons cited by faculty members on why students 
cheat include students willing to take extreme majors to 
maintain grades as well as lack of formal training, educa-
tion, and hence understanding of academic dishonesty 
(Borgaonkar et al. 2020; Walsh et al. 2021). It is therefore 
educators’ obligation to embrace a teaching philosophy 
that will reduce the burden and pressure that the students 
feel as well as to adopt assessment methods that focus on 
student learning. Efforts such as these clearly need to be 
informed by students’ abilities and student performance 
measurement early in the semester.
 Over the past few years, academic environments have 
experienced a volatile period, transiently adopting various 
platforms for learning management (Barrett et al. 2019; 
Hao 2019; Lakkaraju et al. 2015). This has resulted in the 
extensive use of various instructional delivery methods 
including, face-to-face, hybrid, hi-flex, and remote in-
struction. More recently, due to the COVID-19 pandemic, 
instructional delivery of courses in the US universities has 
been a roller-coaster ride with many rapid and major 
changes being forced on instructional staff with very little 
or no preparation time (Borgaonkar et al. 2021; Crawford 
et al. 2020; Walsh et al. 2021). In particular, the forced 
move to online or remote instruction for a vast majority of 
courses in Spring 2020 has had a profound effect on stu-
dent perception and performance (Borgaonkar et al. 2021; 
Crawford et al. 2020). Some of this can be attributed to the 
fact that many instructors who were forced to move their 
courses online had little or no online teaching experience, 
whereas, even those with experience found it difficult to 
move courses online that were not optimized for remote 
delivery ( Walsh et al. 2021). Even before the pandemic, 
studies had indicated that students found cheating to be 
easier in traditional online classes than in face-to-face 
courses, and studies conducted during the pandemic con-
firmed these earlier findings (Crawford et al. 2020; Walsh 
et al. 2021). Most instructors have given online lectures to 
classes of students who are non-responsive muted black 
screens throughout the entire session. In this study, we 
explore the viability of student performance prediction, in 
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addition to the correlation of in-class learning (assessed 
through end-of-class questionnaires) with the perfor-
mance results. Therefore, the urge for the development of 
a comprehensive yet pragmatic student performance as-
sessment system has been intensified due to the failure of 
in-class learning in remote learning environments (Aucejo 
et al. 2020; Daniel 2020). Not to mention that before the 
pandemic-imposed collective online transition, in-class 
learning within a physical setting was not performing at 
the highest level (Dhawan 2020). Many academic instruc-
tors holding synchronized online classes often complain 
about students’ disengagement in the classroom (Islam et 
al. 2015).
 Many qualitative and quantitative methods have 
been used to varying degrees of success to study student 
performance and to identify at-risk students (Hebert 
2014; Norrish et al. 2014; Redmond et al. 2011; Sarra et 
al. 2019). Several of such techniques rely on pre-college 
assessment and academic performance data. Some have 
also used pre-tests and pre-surveys to identify students, 
who are likely not to do well in certain courses. Factors 
such as high school GPA or early college GPA have shown a 
strong correlation to student performance (Bala and Ojha 
2012; Sarra et al. 2019). Studies have also established 
the need to perform such analysis early in the semester 
or early in students’ degree progress, especially in the first 
year (Meedech et al. 2016). However, data and resources 
needed to duplicate many of these studies are not always 
readily available to faculty members. Therefore, there is a 
critical need to explore novel but reliable methods and 
techniques that rely on data that can be easily collected in 
the classroom.
 Researchers have been curious about the relation-
ship between students’ classroom behavior and academic 
achievement for many decades (McKinney 1975; Morris et 
al. 2005). Furthermore, students’ classroom behavior has 
been studied quite extensively for its relation to student 
performance and course grades in both in-person and on-
line courses. In particular, cellphone use during class has 
been found to have a strong correlation to student per-
formance to the point that the predictor value of in-class 
texting behavior on final course grade has also been de-
termined. (McDonald 2013; Bjornsen and Archer 2015). 
Multiple studies also document the impact of various 
initiatives such as caring behavior on part of the instructor 
and classroom management strategies and programs to 
influence student behavior and in turn their performance 
in a positive way (Miller 2008; Korpershoek et, al. 2016). 
Since student persistence and performance have been 
linked to their behavior, studies have also been focusing 
on the variation of this impact on low-income and minor-
ity students as well as the effectiveness of out-of-the-box 
methods for influencing student behavior (Sheldon and 
Epstein 2002; Black and Fernando 2014). In the past de-
cade, many new tools and techniques, including Artificial 
Intelligence (AI) have emerged and it is worth exploring 

how they can be leveraged to build on the existing work to 
further study this relationship and build predictive models 
to enable instructors to increases their students chances of 
success in their classes.

Introduction
 Artificial Intelligence (AI) has affected many aspects 
of society, for example, technology taking over simple 
factory jobs and replacing some cashiers, and in the ad-
vertising industry, firms use users’ information to decide 
what ads should be presented to you. Despite it repeat-
edly proving to be more than useful, there are still some 
places for the full adaptation of AI in the educational field. 
Recently, there has been considerable interest in leverag-
ing various forms of AI such as machine learning, deep 
learning, Natural Language Processing (NLP), anomaly 
detection, conversational AI, and computer vision to aug-
ment education to better student performance and mea-
sure class engagement (Barrett et al. 2019; Dewan et al. 
2019; Ginda et al. 2019; Lakkaraju et al. 2015; Rastrollo-
Guerrero et al. 2020; Thomas and Jayagopi 2017; Whitehill 
et al. 2014). However, these forms of AI are rarely utilized 
within the popular learning management solutions com-
monly adopted by undergraduate programs across the 
United States. Therefore, colleges and universities are cur-
rently using traditional methods to carry out necessary 
pedagogical interventions to ensure students’ success.
 AI has immense potential to better the way educa-
tional facilities function as we know them. Places that 
have begun implementing these methods have seen 
great results. Squirrel AI founded by Derek Li claims the 
ability to identify a student’s needs more rapidly than 
any teacher could alone (Hao 2019). Squirrel AI as well 
as many other educational technology companies utilize 
a concept known as Knowledge Space Theory (KST), to 
develop their AI. Essentially KST is a process that allows 
them to describe and model specified areas of knowl-
edge (Kulkarni 2019). With this, the AI can determine a 
student’s current placement in the material and develop 
a custom curriculum for them that will update itself as 
they learn. The main separation between Squirrel AI and 
the current work is data application and purpose. Squirrel 
AI utilizes Knowledge Space Theory to map the student’s 
current knowledge, while the current method utilizes the 
data for the prediction of grades. As for purpose, Squirrel 
AI strives to improve student success rate by identifying 
and filling in knowledge gaps through assessments it 
provides. The current solution aims to help by identifying 
struggling students by not only their knowledge level, but 
their behavior such as attendance, and will alert them be-
fore it is too late to act.      
 Student in-class learning is a key element in achieving 
satisfactory results at the end of an academic semester. 
Accurate and precise measurement of in-class learning 
not only contributes to a better education but also better 

teaching outcomes. Also, human behavior measurement 
is a key factor in better assessing student learning. Over 
the years, some researchers have made endeavors to use 
computer vision and other sensor-based techniques in 
classrooms to measure the attention and engagement 
levels of students from their facial expressions, head pose, 
eye gaze, heart rate, and so forth (Duraisamy et al. 2019; 
Monkaresi et al. 2017; Thomas and Jayagopi 2017). How-
ever, these methods of measurement have raised serious 
ethical and privacy concerns (Pardo and Siemens 2014; 
Zhang et al. 2018). Additionally, almost none of the tech-
niques can be applied in online learning environments. 
 This work aims mesoscale approach, a midway solu-
tion surpassing the macro-scale approach by accounting 
for time-dependent engagement and not drilling so far as 
to become micro-scale. From existing studies on gauging 
student performance, we understand the differences in 
approaches and the role of this mesoscale approach. The 
current methods are generally based on utilizing data that 
students generate throughout the semester, such as stu-
dents’ grades or attendance records. They might distribute 
additional gauging assessments; however, they are not 
re-occurring. The mesoscale methods are easier for stu-
dents in data collection and have low commitments. The 
broad data leads to wide-ranging results, such as the pre-
diction of whether students can finish school (Lakkaraju et 
al. 2015). On the other side, micro-scale studies are those 
that take invasive measures in gauging student engage-
ment, such as individuals’ movement tracking (Bui Ngoc 
Anh 2019; Duraisamy et al. 2019) or other similar motion 
tracing methods. Such studies still require broader data, 
such as yearly student surveys, to reach proper predic-
tions. While the information gained from computer vision 
tracking is required, they need student behavior in the 
classroom. In this case, the students and instructors may 
feel uncomfortable being constantly tracked by an object.  
This short communication aims to introduce a novel ap-
proach to in-class learning based on collecting chrono-
logical questionnaires and utilizing them for predicting 
students’ performance. Unlike many other studies and 
tools, this approach surveys in-class learning at neither 
macro-scale, collecting data through un-ordered session 
quizzes and surveys (Lakkaraju et al. 2015; Zainuddin et 
al. 2020), nor micro-scale, tracking student movement in 
hopes of measuring engagement and in-class learning 
(Duraisamy et al. 2019; Whitehill et al. 2014). 

Methodology
Data Collection
 In this study, the records of 133 undergraduate stu-
dents in Mechanical Engineering were collected at Rowan 
University, New Jersey from Fall 2020 to Spring 2021 
(during the COVID-19 pandemic). The data were collected 
from four different classes including three major/core 
mechanical engineering courses: Engineering Mechanics: 
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Statics (Sophomore), Engineering Mechanics: Dynamics 
(Junior; two sections), and Machine Design (Junior). The 
class size was around 33 students per class, and the ra-
tio between men and women was slightly higher than 2.  
30% of the samples in the data were randomly selected to 
be set aside as a test dataset (excluded during the model 
development), and the remaining 70% were used as the 
training set for the model development. All students in-
volved in the data collection were a part of four classes 
lectured by the same instructor during two consecutive 
semesters. During COVID-19, all lessons and instructions 
were distributed virtually. The collected data for each 
session was comprised of students’ attendance, response 
time, response to an open-ended question, and attention 
span based on a true-false and multiple-choice assess-
ment of class materials in chronological order. For new 
concepts presented in the lecture, the instructor selected 
true-false questions; for example, is “bodyweight” a result 
of Newton’s third law (Engineering Mechanics: Statics). For 
new definitions, the instructor selected multiple-choice 
questions; for example, which item will be the definition 
of linear acceleration (Engineering Mechanics: Dynamics). 
For analytical topics, the instructor used an open-ended 
question as the last part of the questionnaire; for example, 
explain the new design criterion in a short statement (Ma-
chine Design). Data was collected through a mobile ap-
plication discussed later. In addition to the session’s data, 
the collected gradebook data was comprised of quizzes, 
homework, the midterm exam, and the final grade in the 
course. While all aspects of the collected data were uti-
lized, the accuracy of the data was of main importance 
as it reflected how well the student retained information 
chronologically over the course of the lecture.

Framework
 This framework as shown in Figure 1 is comprised of a 
few indicators throughout an academic semester, such as 
quizzes, midterm exams, final exams, and chronological 

in-class learning measurement. One important indica-
tor which is not present in this framework is homework. 
Homework is a flexible component of this framework 
and depending on class needs, can be added anywhere 
between sessions. However, the most notable part of this 
framework is the chronological in-class learning mea-
surements. For data collection during classes, a cell phone 
application was developed using an intelligent no-code 
platform (AppSheet.com) for ease of access and stream-
lined usability. The application was used by both students 
and instructors. An instructor had to create one question-
naire related to the topics covered during each lecture. For 
example, a question might ask for the definition of a term 
discussed during class. These questions were organized 
chronologically and uploaded into the app before the 
class started. Passwords to see the questionnaire and an-
swer the questions were only given to the students at the 
end of each class to ensure students were only able to see 
the questions and were able to respond after the lecture 
is over but before they leave the classroom. The students 
were prompted to answer the questions quickly and noti-
fied that the correctness of their answers would not affect 

their final grades. Once finished, they were able to submit 
their answers to the questions using the cell phone appli-
cation. The data collected from students’ submissions were 
then accessible to the teacher in a live fashion in a Google 
Sheet whose link is provided to the instructor within the 
app. Similarly, an instructor can implement the same 
methodology manually (instead of using an app) using 
Google Forms as a replacement for app-based question-
naires in combination with Google Sheets. In that case, 
the instructor would share a Google form link with his/
her students when the lecture is over. The Google Form 
automatically records timestamps along with responses to 
questions in an associated Google Sheet when the form is 
submitted by a student; therefore, the instructor can cal-
culate students’ response time, attendance (by answering 
the first question of the questionnaire: student ID num-
ber), and responses correctness (via a predefined answer 
sheet designed by the instructor). There was no statistical 
analysis before inserting the data into our code. At the end 
of the class, in-class learning measurements for each ses-
sion are summarized in one unique Google Sheet for all 
students who participated in the class.

Figure 1.   Schematic representation of in-class learning and thru-the-semester performance data collection approach. At the end of each session during the semester,   
 the students are required to answer five questions, four of which are multiple-choice and associated with topics covered during the session in chrono-
 logical order. The last question is open-ended and is about students summarizing what they have learned. (The session represents a single week in a semester) 

Table 1.   The summary statistics of the full dataset.

file:///C:\Users\marga\Downloads\AppSheet.com
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 Unlike many other systems which are under active 
research or already commercialized, in-class learning is 
assessed at the end of each session while considering the 
chronological order by which the topics were lectured to 
the students. Chronological in-class assessment enables 
the instructors to quickly assess the attention and involve-
ment of the students at each session and throughout the 
semester. It should also be noted that in many class set-
tings, including the setting where this study’s data was 
collected, there is a short break right after the instructor 
is done teaching topic 2 (Figure 1). Moreover, the open-
ended fifth question allows an opportunity for performing 
NLP in the presence of abundant data. The main objective 
of the present study is to predict students’ end-of-semes-
ter performance immediately after the midterm. Table 1 
shows the summary statistics of the full datasets (both 
training and test sets). It is comprised of mean, std (stan-
dard deviation), min, max as well as lower (25), median 
(50), and upper (75) percentiles.
 where i is indicative of the class quarter to which the 
subject of the question pertains, j is the session number, 
n is the total number of sessions, and Pj represents the 
answer accuracy. The 1-point penalty serves to create a 
difference between those who answer correctly, answer 
incorrectly, or skip the question. For example, considering 
that a semester has 10 sessions, a student that answers 9 
Q1 questions (P1 to P9) correct, and only gets one Q1 ques-
tion wrong (P10) will get a Q1 score of 0.8. Q5 is simply the 
average number of words a student uses in writing his/
her summary of a session. Time is the average number of 
seconds it takes a student to submit his/her responses to 
the five questions. Attend is the percentage of a student’s 
attendance. HW and Quiz are the averages recorded for a 
student’s homework and quizzes, respectively. The mid-
term is the score a student receives in the midterm exam. 
The grade is the final grade a student receives after show-
ing his/her end-of-semester performance. To comply with 
the university’s data privacy requirements, the students’ 
IDs and names were replaced with anonymous identifiers 
before performing any data analysis. To analyze the data-
set, both Microsoft Excel and Python were used. Python 
has also been used for training the dataset with different 
classification algorithms (Lemaître et al. 2017). Evalu-
ation of each algorithm is done scrupulously to identify 
and use the most predictive supervised machine learning 
classification algorithm. Initially, data pre-processing was 
performed on the raw data acquired by the instructors. 
Subsequently, the grades were mapped to the “Letter” and 
“Description” variants shown in Table 2.
 The dataset was checked for missing values, and since 
no values were missing, no imputation was required. 
Normalization was done for the variables Attend., HW, 
Quiz, and Midterm such that the maximum possible score 
received for each becomes one hundred. In addition, stan-
dardization on the entire dataset except the Grade was 
done using the scikit-learn StandardScaler (Pedregosa 

et al. 2011). Due to an imbalanced dataset concerning 
end-of-semester grades, different sample balancing 
techniques were tested and SMOTE was selected because 
it showed better performance.

Training Methods
 Multiple machine learning (multi-class) classification 
algorithms were used to train the dataset, including lo-
gistic regression, random forest, support vector machine 
(SVM), k-nearest neighbors (KNN), decision tree, and 
ensemble learning (soft majority voting). The idea was to 
evaluate algorithms and therefore identify the one which 
produces the most sensible and accurate prediction of stu-
dents’ performance for small datasets. Each algorithm was 

optimized using GridSearch, which tuned hyperparame-
ters relevant to individual algorithms and Principal Com-
ponent Analysis (PCA) (as a dimensionality-reduction 
technique). Additionally, both 10-fold cross-validation 
and Leave-One-Out Cross-Validation (LOOCV) were used 
during the machine learning algorithm selection phase. 

Results
 Because of the small size of the dataset, a correlation 
map is another analytical result that can be used to better 
understand the conspicuous data structure and types of 
attributes used in a machine learning algorithm. As can 
be seen in Figure 2 which shows the correlation heat map 

Table 2.   The grading system and its variants used in this study.

Figure 2.   Correlation heat map of the class’s dataset.
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of the class’s dataset; the lightest color of the heat map 
showed a strong correlation between the two indica-
tors and the darkest color showed a minor connection 
between the factors. The correlation heat map showed 
unexpected information such as the non-negligible cor-
relation between in-class learning in both the first and 
third quarters of a session and the end-of-semester 
grades of students. It also exhibited a high correlation 
between homework sets, quizzes, and midterm scores 
with the end-of-semester grades. Expectedly, students’ 
attendance had a considerable correlation with the final 
grade. Interestingly, the response time and response word 
length also hold a non-negligible correlation with the fi-
nal grade. 
 Because the dataset is small, neither the letter grade 
nor the grade point value was set as the target variable to 
be predicted (see Table 2), instead the “Description” of the 
grade is planned to be predicted via a machine learning 
model. In other words, prior attempts to successfully pre-
dict the “Letter” grade have not been successful due to the 
small size of the dataset. Also, in the current dataset, there 
has not been a student with a “Description” grade of “fail-
ure”; thus, the classification model is ternary. The result-
ing performance comparison (Table 3) amongst different 
methods on the test set has shown that Ensemble Learn-
ing outperforms other machine learning algorithms. En-
semble learning is a data training method unique in that 
it utilizes multiple other existing techniques to create the 
best possible model. In our study, Ensemble Learning 
creates an ultimate model from a soft majority voting of 
the developed methods: Logistic Regression, SVM, KNN, 
Decision Tree, and Random Forest models.  A soft voting 
ensemble learning involves summing the predicted prob-
abilities for class labels and predicting the class label with 
the largest sum probability.
 Because there is a class imbalance in the data, all four 
precision, recall, f1-score and accuracy are taken into ac-
count to select Ensemble Learning as the best modeling 
method. The precision, recall and, f1-score shown in Table 
3 are macro averages, accounting for the present class 
imbalance in the dataset.
 The selected model’s resulting accuracy on the test 
set is 0.85. Figure 3 shows the confusion matrix after as-

sessing the selected machine learning model’s (Ensemble 
Learning) performance with the test set. The confusion 
matrix presents an overall comparison of what the model 
predicted versus what the actual outcome came to be. The 
model predicts the final grade description based on the 
data available to it at that point in time during the semes-
ter. The earliest time to begin making predictions is right 
after the midterm exam. Even though the model has a few 
errors, the misprediction is only off by one category. For 
instance, a grade that is meant to be “Good” is mispredict-
ed as “Excellent” and not “Fair.”. Moreover, all the students’ 
grades that are “Fair” are predicted correctly, therefore no 
struggling student is mispredicted within the test set.
Our current product comes with both advantages and 
setbacks. The current model performs well in its task to 

predict student performance and identify correlations 
between different variables. However, it is at this time 
subject to limited data which although treatable, can 
affect the accuracy and its ability to predict a final score 
numerically. With the continuation of this study, we plan 
to accumulate more data and improve the model’s func-
tion further. 

Concluding Remarks
 There is significant demand for STEM graduates in the 
US and it is only increasing in recent years. A literature 
survey indicates a strong need to develop tools to predict 
student performance as early as possible. Such analysis 
followed by early intervention has great potential to help 
more students succeed in STEM courses and ultimately 
increase their retention and persistence. Prediction of stu-
dents’ performance halfway through the semester is im-
portant and can be accomplished using the method pro-
posed in this study. Collecting engagement data for the 
machine learning model over the course of a lecture with 
respect to the order of topic allows for an accurate gauge 
of where engagement was or was not. The data collected 
not only aided in the development of the model but also 
gave an insightful view of student behavior over the span 
of a semester. Referencing back to the correlation heat 
map, interesting correlations emerged that could lead to 
further discussion. The model has only begun to show-

Table 3.   Performance comparison amongst machine learning algorithms on the test set.

Figure 3. Confusion matrix over the test dataset.
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case its capabilities. As the dataset continues to grow, the 
model will continue to increase in accuracy and provide 
us with more insights into the behavior of students. With 
this, both the instructor and student will have a higher 
likelihood of having sufficient time for improving the 
student’s performance for the remainder of the semester. 
Despite an ongoing need for such a predictive solution, 
one has yet to be developed and trusted in academic 
environments. One salient factor in the nonexistence of 
an overarching solution is the lack of cooperation and 
standardization amongst instructors and schools etc., in 
acquiring and recording student data especially vis-à-vis 
in-class learning. The other important factor is the feasi-
bility of attaining proper measurements of in-class learn-
ing with the growing use and methods of online learn-
ing and the accompanying controversies. We proposed a 
simple collection of short answers from students and an 
application of AI to provide a chronological approach. This 
has been tested in the study vis-à-vis in-class learning 
and has shown relevance to the end-of-semester grades 
of students. In the future, one can expect that when more 
data is acquired for the continuation of this study, numeri-
cal or letter grades can also be prognosticated with decent 
accuracy. The next step for the progression of this study is 
to have a pilot stage in which multiple instructors across 
different institutes use the solution we have described to 
further educate the model and reassure its predictive per-
formance in a variety of educational settings. To apply the 
method discussed here in your own classroom, we stress 
the importance of administering the assessments consis-
tently and encouraging students to participate in them. In 
doing this you are obtaining the most accurate data pos-
sible and should be able to gain more accurate insight into 
student behavior from the model’s predictions. A predic-
tive system similar to one proposed in this study can ef-
ficiently identify at-risk students at a time in the semester 
when something can still be done to help these students. 
However, it is important that institutions of higher educa-
tion equip their instructors with such predictive systems 
and back such efforts with strong educational policies.
 Machine learning analytics is an entirely different 
process from other methods of study. Machine learning 
automates the entire data analysis workflow to provide 
deeper, faster, and more comprehensive insights when 
there is no exact solution to a problem. On the contrary, 
an analytical solution involves framing the problem in a 
well-understood form and calculating the exact solu-
tion. Therefore, in this study, Machine learning analytics 
is solely providing the solution without the need for an 
analytical solution due to the non-existence of an exact 
solution. If an analytical solution was already available to 
predict the end-of-semester outcomes of students, then 
there would be no need for this study.
 The emergence of the COVID-19 pandemic has shifted 
the attention to online/remote and collaborative learning 
and the personalization of education technologies. In the 

current education setting, the students often do not have 
a clear-cut judgment over their learning process, and they 
are not receiving enough feedback from their instructors. 
Any feedback on formative assessments can be used to 
improve their engagements. The proposed application of 
machine learning for in-class learning can lead to an effec-
tive education environment for students and allow them to 
have dynamic insight into their own learning process.
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